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Abstract 

The FEM3A model, with minor modifications, has been applied to simulate the vapor disper- 
sion of four large-scale LNG vapor barrier field ezperiments and a comparison was made with 
relevant field data. The model was able to reproduce the major results of the experiments within 
a factor of two under most circumstances. For Falcon-l, with additional heat flux over the source 
area to model the superheating effects, results consistent with field observations were obtained. 
In particular, a vapor cloud overfilling the fenced enclosure was reproduced, in contrast with a 
vapor cloud essentially contained within the fence at all times observed in a pre-spill wind tunnel 
simulation. The simple approach currently taken to model turbulence and heat transfer in the 
source area has performed reasonably wek, however, more sophisticated modeling of the source 
may be necessary for more accurate predictions at ail locations. Results from simulations of the 
Falcon-4 experiment indicate that an LNG vapor fence can significantly reduce the downwind 
distance and hazardous area of the flammable vapor clouds. However, a vapor fence could also 
prolong the cloud persistence time in the source area, thus increasing the potential for ignition 
and combustion within the vapor fence and the area nearby. 

1. Introduction 

In order to evaluate and eventually predict the possible mitigating effects of 
vapor fences on the dispersion of the vapor cloud resulting from an accidental 
liquefied natural gas (LNG) spill in storage areas, the U.S. Department of 
Transportation (DOT) and the Gas Research Institute (GRI) initiated a re- 
search program to evaluate methods for predicting LNG dispersion distances 
for realistic facility configurations. As part of the program, Lawrence Liver- 
more National Laboratory (LLNL) conducted a series of large-scale field ex- 
periments called the “LNG Vapor Barrier Verification Field Trials” (also re- 
ferred to as the “Falcon Series”) at the U.S. Department of Energy’s Liquefied 
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Gaseous Fuels Spill Test Facility (LGFSTF), Nevada, in the summer of 1987. 
The objectives of the experiments were: (1) to provide a data base on LNG 
vapor dispersion from spills involving complex field obstacles to assist in val- 
idation of wind tunnel and mathematical models, and (2) to assess the effec- 
tiveness of vapor fences for mitigating LNG vapor dispersion hazards in the 
event of an accidental spill. 

Five spill experiments were conducted, covering releases of LNG at rates of 
9 to 30 m3/min and spill volumes ranging from 21 to 66 m3. The spills were 
conducted on water in order to generate vapor at rates equivalent to the liquid 
spill rates. To this end, a 40 m by 60 m recirculating pond was constructed (and 
filled with water to about 0.76 m in depth) at the end of the spill pipes from 
the LGFSTF. A 0.3-m diameter spill line was connected to a system of four 
0.15-m diameter spill distribution lines (referred to as the spill “spider”) to 
distribute rapidly spilling LNG across the pond surface. The pond was en- 
closed by a fiberglass vapor fence of 86 m long, 44 m wide, and 8.7 m high. In 
addition, a 17.1 m wide by 13.3 m high billboard-like barrier was erected up- 
wind of the pond to generate turbulence due to obstructions such as a storage 
tank. A sketch of the vapor fence configuration is shown in Fig. 1 and a snap- 
shot of the vapor cloud from the Falcon-4 test is shown in Fig. 2. Details of the 
experiments and field data can be found in the GRI Report No. 89/0138 [ 11. 

Due to the complexity in the physics and geometry of the spill scenarios, 
wind tunnel modeling has generally been regarded as the best-suited, econom- 
ical way for predicting the dispersion distances of hazardous concentrations of 
such LNG vapor clouds. However, under conditions of low wind speed, low 
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Fig. 1. Vapor fence configuration for the Falcon series spill experiments. 
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Fig. 2. LNG vapor cloud from the Falcon-4 experiment conducted at the U.S. Department of 
Energy’s liquefied gaseous fuels spill test facility, Nevada, in the Summer of 1987. 

level of turbulence, and significant heat transfer (which is usually true for 
LNG), wind tunnel modeling of such dense-gas plume has certain practical 
difficulties and is generally more contentious than a comparable positively 
buoyant release [ 21. In fact, a pretest wind tunnel simulation of the Falcon-l 
test produced a vapor cloud which was essentially contained within the vapor 
fence for all times, which strongly contrasted with the Falcon-l field release 
where the vapor cloud greatly overfilled the fenced enclosure. 

In many cases, especially under the above circumstances, accurate three- 
dimensional (3-D ) mathematical models can be an effective and complemen- 
tary tool to wind tunnel modeling. With numerical models, the physical param- 
eters can be controlled more easily and detailed temporal and spatial results 
can often provide insights into the physical processes involved in the cloud 
dispersion. Actually, the usefulness of currently available numerical models 
such as FEM3 for simulating a wide range of heavy-gas dispersion scenarios 
has already been demonstrated by Chan and Ermak [3] and Chan et al. [4]. 
Recently an improved version of FEM3, called FEM3A, was applied for the 
first time to evaluate the effectiveness of vapor fences for controlling LNG 
vapor dispersion [ 51. 

In this paper, the major results and findings from a recent study using the 
FEM3A model to simulate the Falcon experiments [6] are reported. The ob- 
jectives of the study were, through numerical modeling and a detailed model- 
data comparison: (1) to improve the understanding of LNG vapor dispersion 
involving barriers, (2 ) to assess FEMSA in modeling such complex vapor dis- 
persion scenarios, and (3) to complement the results of field and wind tunnel 
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tests, such as providing plausible explanations for unexpected results and fill- 
ing in data gaps due to instrument failure or limited array size. Toward these 
goals, relevant field measurements were analyzed and several series of 2 -D and 
3-D simulations were carried out. The 2-D simulations were performed mainly 
to improve our understanding of the physics involved in the spill scenarios and 
to aid the modeling of turbulence and heat transfer in the source area. The 3- 
D calculations were conducted to complement the field and wind tunnel ex- 
periments and to assess the performance of the numerical model for such vapor 
dispersion simulations. 

In the following, several features of the FEM3A model relevant to the nu- 
merical simulations are described and a model-data comparison for the simu- 
lated tests in presented and discussed. Additionally, a brief assessment of the 
effectiveness of the vapor barrier is conducted for Falcon-4. Finally, some con- 
cluding remarks are presented in the last section. 

2. The FEM3A model 

In this section, certain salient features of the FEM3A model relevant to the 
present study are described. They include the governing equations, turbulence 
parameterization, source modeling and superheating effects. A more detailed 
description of the FEM3A model can be found in Chan [7]. 

2. I Governing equations 
The following three-dimensional, time-dependent conservation equations, 

written for the mean (time-averaged) quantities in a turbulent flow field, are 
being solved in FEMSA: 
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In the above equations, u denotes the velocity field= (u,u,zu)~; p the mixture 
density; p the pressure deviation from a hydrostatic pressure field &) corre- 
sponding to a motionless state with constant lapse rate of temperature; ph is 
the density field corresponding to the above motionless state; g the accelera- 
tion due to gravity (g,, gY, gz)T; 0 the potential temperature deviation from an 
adiabatic atmosphere at &, (the reference temperature ); qv, q1 are the mass 
fractions of material in vapor, and liquid phases; Xm, Ho, Kc are the eddy dif- 
fusion tenors for momentum, energy, and species, respectively; Cpa, Cpv, CpI and 
Cp are the specific heats of the ambient atmosphere, the dispersed material in 
vapor phase, the liquid material, and the mixture, i.e. 
C&qv + Cplql + ( 1 - qv - ql) C,,, respectively; L is the latent heat of phase change 
for the dispersed material; V is the gradient operator; t time; (iYqJ&),, is the 
time rate of change of material vapor due to phase change; M, M,, M, are the 
molecular weights of the mixture, air, and the material in vapor form, respec- 
tively; P is the total pressure =ph +p; R the universal gas constant, and finally 
T denotes the absolute temperature given by (f3+0,) [ (P/PO)R/Mcp] 2: Q+&,, 
in which P/P, is approximately equal to unity for problems of current interest, 
which is fortunate since the last equation is strictly valid only when R/MC, is 
constant. 

Equations (1) and (2) were obtained by generalizing the anelastic approx- 
imation of Ogura and Phillips [B] . The essential features of the present (gen- 
eralized anelastic > conservation equations are that variable density is allowed 
and yet sound waves are filtered apriori (thus time steps are not restricted by 
acoustic effects). The proper interpretations of neglecting dp/at in eq. (2) for 
mass conservation is that acoustic density variations in time are of very small 
amplitude and occur so quickly that it is a good approximation to assume den- 
sity is always in equilibrium with the other thermodynamic variables. The time 
dependence of density is then determined implicitly by the time variation of 
temperature, pressure, and composition via the ideal gas law. It is not appro- 
priate to interpret eq. (2) as implying dp/pt= 0 since p does indeed vary with 
time. 

The above set of equations, together with appropriate initial and boundary 
conditions, are solved to obtain the fields of velocity, pressure, temperature, 
mass fraction of the dispersed material (in vapor and liquid phases), and den- 
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sity of the mixture as functions of time and space. For the dispersion simula- 
tions described herein, only natural gas (NG) vapor is being considered 
Therefore the equation for liquid material (ql) and the terms involving phase 
change and liquid material should be omitted. 

2.2 Turbulence parameterization 
The existing turbulence submodel in FEM3A is a K-theory local equilibrium 

model [4,7]. Since it was based on similarity theory of the atmospheric bound- 
ary layer over flat terrain and without obstruction, it is not appropriate for 
complex situations such as the source region or near the vapor fence/billboard. 
For instance, the presence of the fenced enclosure and billboard will generally 
result in turbulence enhancements; the spill mechanism (i.e., jetting of LNG 
onto the pond) will also create additional turbulence in the source area. Fur- 
ther complications are the presence of convective mixing inside the gas cloud 
caused by the much warmer water underneath. All these processes are indeed 
not treated by the existing submodel and are difficult to model accurately. For 
these reasons, an approach combining the existing variable K-model and con- 
stant diffusivities was used in the present study. Specifically, the existing K- 
model (with heavy-gas effects) was applied everywhere except within and near 
the vapor fence wherein the resulting turbulent mixing from all sources was 
parameterized with constant diffusivities. Justifications for taking the present 
simple approach include: ( 1) there was no validated, advanced turbulence sub- 
model that could be readily adapted for the present spill scenarios, (2 ) devel- 
oping a sophisticated turbulence submodel would require substantial effort be- 
yond the scope of the present study, and (3) the lacking of sufficient 
experimental measurements on turbulence and heat transfer in the source area 
further hinders the development of a more sophisticated parameterization. 

Currently the following ud hoc formula is used to estimate the value of dif- 
fusivities to be used (in all directions) within and near the fence enclosure: 

K=CKz+ ViL 3 

in which the first term can be considered as representing the ambient turbu- 
lence modified by the presence of vapor/billboard and density stratification, 
the second term incorporates contributions related to the spill and source con- 
ditions. The respective symbols are: C is an empirical constant (currently taken 
to be 1.5), K2 denotes vertical diffusivity at 2 m high in the ambient atmo- 
sphere, Vi the source injection velocity, and I_, the length scale (currently taken 
to be 8.7 m, the height of the vapor fence). 

The above scheme of parameterization was adapted, based on a few 2-D 
simulations of the Falcon spill tests and a brief comparison of the simulated 
results with a limited amount of measured data in the spill area (no data out- 
side of the fence was considered, however). Apparently, estimates based on 
such a formula are rather crude for the actual, complex turbulence mixing 
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process but they, nevertheless, appear reasonably well to represent the bulk of 
turbulent mixing occurring inside and near the vapor fence. As will be seen in 
Table 2, the second term (for contributions from the spill and source condi- 
tions) is a dominating factor for Falcon-l, is equally important as the first term 
for Falcon-Z and Falcon-3, and accounts for only one-third of the total diffu- 
sivity in the case of Falcon-4. 

2.3 Source modeling and superheating effects 
As pointed out by Waite et al. [9], the spread of a liquid on another liquid 

of greater density is difficult to describe mathematically. When the spreading 
liquid is a cryogen such as LNG, the simultaneous heat transfer and vapori- 
zation render the process even more intractable. Furthermore, experimental 
information on the concomitant heat transfer was rather incomplete. For in- 
stance, estimates of the heat flux from water to the liquefied gas pools have 
ranged over a factor of 4, from 25 to 100 kW/ m2. Although a fairly general pool 
spread and heat transfer model has been proposed and briefly tested against 
certain experimental results, adapting the model for the present applications 
is not a trivial task and the usefulness of such a model remains yet to be 
established. 

For the above reasons, a simple approach has been taken in the present 
study. The current source submodel assumes that the spilled LNG evaporates 
as fast as it is spilled, uniformly in time and over the entire pond surface area. 
Additionally, depending on experimental evidence (such as the case of Falcon- 
1) , extra heat flux may be supplied to superheat the vapor source. Currently, 
the superheating effects are modelled by adding a predetermined amount of 
heat flux (to the temperature equation ) over the source area during the period 
of simulated spill. 

The occurrence of superheating of the LNG source in Falcon-l was strongly 
suggested by a number of field measurements. In Fig. 3, the measured temper- 
ature at 1 m above the water surface at the center of spill are displayed for the 
four Falcon tests (unfortunately, due to instrument failure, no data was avail- 
able beyond 60 s for Falcon-3 ) . Although the data for Falcon-3 are incomplete, 
it does seem true that a significantly lower temperature than all the other tests 
was realized. In contrast, the measured temperature of Falcon-l is unusually 
high, despite this test having the highest spill rate. Specifically, its minimum 
temperature is 20°C above that of Falcon-a, almost 40°C higher than Falcon- 
3, and is comparable to that of Falcon-4. Another supporting evidence is pre- 
sented in Fig. 4, which indicates an unusually large drop in water temperature 
near the center of spill ( - 8” C in this case versus - 1.2 O C for Falcon-4). A 
simple heat balance calculation reveals that, in order to vaporize all the LNG 
spilled, the water temperature in the spill pond has to drop merely 3.3 o C. Al- 
though the entire body of water in the pond might not have cooled down uni- 
formly by 8” C, the temperature was probably fairly uniform because there 
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Fig. 3. Measured temperature inside the vapor fence at the center of spill and 1 m above the water 
surface for: (a) Falcon-l, (b) Falcon-2, (c) Falcon-3, and (d) Falcon-4. 
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Fig. 4. Measured temperature at the center of spill and 5 cm beneath the water surface during the 
Falcon-l spill experiment. 

were circulation lines in the pond to keep the water fairly well mixed. There- 
fore, it is not inconceivable to expect the water to cool down 4 to 5 “C on av- 
erage, which is more than sufficient to provide the heat required to vaporize 
all the LNG spilled and the extra heat necessary to superheat the LNG source. 
One of our early 2-D calculations showed that the extra heat flux generated by 
1 *C drop in water temperature could make the vapor cloud 60” C warmer at 
1 m above the water surface. 

Indeed, more entrainments and turbulent mixing in Falcon-l (due to its 
higher LNG exiting velocity-65 m/s vs 32.5 m/s for other tests) could also 
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help explain the unexpected results in Fig. 3. In this regard, a series of Z-D 
simulations with various levels of turbulence was conducted and the results 
indicated that very high values of diffusivities would be required in order to 
make the predicted concentration agree well with the measured data, but the 
corresponding temperature field generally remained much colder than ob- 
served. Although a further increase in diffusion could bring the predicted tem- 
perature to agree better with field data, however, the predicted concentrations 
would then fall far below the measured values. Therefore the reasoning of en- 
hanced turbulence alone is not a satisfactory answer to the observed anomaly. 

The possibility of superheated vapor was discussed in a pre-spill document 
by the Department of Transportation (DOT) [lo], in which a vapor temper- 
ature increase between 10 to 35” C was considered credible. Ruff et al. [ 111 also 
reported similar superheating phenomenon (with as much as 40” C rise in va- 
por source temperature attributing to heat transfer from the bulk water un- 
derneath) in their laboratory experiments of confined spills of liquid nitrogen. 
It is conjectured that the high spill rate, low level of ambient turbulence, and 
relatively high water temperature are some of the factors that cause the Fal- 
con-l LNG source to be heated considerably above its boiling point, thus lead- 
ing to the early overspillage of the vapor cloud in the field test. 

2.4 Computational mesh 
The computational domain for simulations with the presence of the fence 

enclosure is shown in Fig. 5. In order to conserve computing costs, the x-z plane 
was assumed to be the plane of symmetry, thus only one-half of the field was 
simulated in all cases. The domain is 370 m long (starting at 120 m upwind of 
the rear fence and ending at the 250 m row of gas sensors), 100 m wide (for 
one-half of the field in the crosswind direction ) , and 50 m high. The choice of 
such a computational domain and the associated mesh design were largely dic- 
tated by the desire to capture the most important flow/cloud structures and, 
at the same time, to keep the computing costs at a reasonable level (say, no 
more than 5 to 10 hours of computer time per simulation on a Cray-2 computer). 

The domain was subdivided into 27,200 grid points (85 x 20 x 16 in the lon- 
gitudinal, lateral, and vertical directions, respectively), distributed nonuni- 
formly for higher cost-effectiveness. The minimum grid spacings were 0.4 m 
vertically and 1 m in the two horizontal directions. The maximum grid spac- 
ings were 10 m and 15 m, respectively. Even with such relatively fine grid spac- 
ings, the small-scale structures of the flow field such as the thin boundary layer 
near the fence (which was actually modelled as l-m thick solid walls so as to 
avoid the stringent time step size and high computing cost otherwise required 
in the numerical simulations using a structured grid) and the ground are not 
expected to be well resolved. However, the large-scale structures of the flow 
and the cloud are believed to have been captured with reasonable accuracy. 

In order to investigate the relative performance of the present vapor barrier, 
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Fig. 5. Sketch of computational domain and dimensions (in meters) for one-half of the vapor 
fence and billboard. Vapor cloud is assumed to be symmetric about the x-z plane. 

Falcon-4 was also simulated without the fence and the billboard. The compu- 
tational domain was extended to 400 m downwind and a graded mesh consist- 
ing of 16,884 mesh points (67 x 18x 14) was used. 

3. Model-data comparisons 

3.1 Simulated field tests 
Five LNG vapor dispersion tests were conducted in the Falcon series of ex- 

periments [ 11. During the last test, i.e., Falcon-5, large rapid phase transition 
(RPT ) explosions occurred at approximately 60 s after the spill and a fireball 
started inside the vapor fence at 81 s. Because Falcon-5 has only limited data 
up to about 100 s for sensors outside of the fence, it was excluded from the 
present study. Listed in Table 1 are the spill and meteorological parameters of 
the selected tests. 

The major characteristics of the tests are summarized below: 
Falcon I-This test had the highest spill volume and the highest spill rate 
(excluding Falcon-5) and was conducted under very stable atmospheric con- 
ditions. The vapor cloud in this test overflowed the vapor fence on all four 
sides in contrast to the pre-test wind tunnel simulation, which produced a 
vapor cloud essentially contained within the fence enclosure for all times. Al- 
though the sensor array was apparently too narrow to capture the entire cloud, 
very useful data are still available for model validation purposes. This test is 
markedly different from the rest of the tests, as it represents an LNG cloud 
dispersion resulting from high spill rate and calm wind conditions. 
Falcon-2-This test had an intermediate spill rate and a relatively short spill 
duration 78 s) , and was conducted under neutral ambient conditions. Unfor- 
tunately, due to internal software problems, only temperature measurements 
and concentrations data from the MSA gas sensors (mostly deployed at down- 
wind locations and at 5 m high and above) are available. 
Falcon-3-This test is more or less a repeat of Falcon-2, but with a spill dura- 
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TABLE 1 

Spill and meteorological parameters 

205 

Test Falcon- 1 Falcon-2 Falcon-2 Falcon-4 

Spill volume ( m3 ) 
Spill rate (m”/min ) 
Water temperature ( a C ) 

66.4 20.6 
28.7 15.9 
28.4i22.4 23.6/20.6 

(pre/post spill) 
Temperature at 2 m ( O C ) 
Avg. windspeed at 2 m (m/s) 
Air pressure (mbar ) 
Pasquill stability class 
Momentum diffusivity at 

32.8 31.6 
1.7 4.7 

908.9 905.0 
G D 

0.0165 0.313 
2 m (m2/s) 

Richardson number at 2 m 0.1337 
Friction velocity (m/s) 0.0605 
Monin-Obukhov length (m) 4.963 
Roughness length (m ) 0.008 

- 0.0193 - 0.0047 0.0252 
0.3565 0.3053 0.3694 

- 103.4 - 422.2 69.38 
0.008 0.008 0.008 

50.7 44.9 
18.9 8.7 

no data 23.2/22.0 

34.9 31.1 
4.1 5.2 

909.8 906.3 
D D/R 

0.255 0.265 

tion roughly twice as long (161 s). It produced a large quantity of good quality 
data; however, the test was plagued to some extent by significant RPTs, which 
started at approximately 60 s after the spill began. 
Falcon-&This test had the smallest spill rate, the longest spill duration (i.e. 
310 s), and was conducted under neutral to slightly stable conditions. Due to 
its relatively long spill duration, this test could be considered, for most prac- 
tical purposes, as having a continuous source with all the field variables reach- 
ing their respective steady state. Compared to the results of other tests, the 
data of this test appear to contain more high-frequency components (or more 
turbulent intermittency), because of its low spill rate and higher wind speed. 

The spill and meteorological parameters used in the numerical simulations 
are given in Table 2. Since Falcon-2 is very similar to Falcon-3 and it does not 
have a complete set of concentration data, the focus herein will be on the re- 
maining three tests, but with emphasis on Falcon-l and Falcon-$. A more ex- 
tensive model-data comparison can be found in Chan [ 6 3. 

In the following, numerical results are compared with field data for the se- 
lected tests. The field data were taken at the rate of one samples but were 
averaged over five seconds for comparison with the numerical results. Such an 
averaging time is believed to be long enough for the turbulent time scales and 
yet is short enough for retaining the dynamical characteristics of the transient 
gas cloud. Both fields of concentration and temperature are considered and the 
comparison is conducted for locations both inside and outside of the vapor 
fence. Specifically, comparisons are made for time series of the field variables, 
the peak values of concentration along the cloud centerline, and contour plots 
of concentration on selected crosswind planes. 
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Spill and meteorological parameters used in numerical simulations 

Test Falcon-l Falcon-2 Falcon-3 Falcon-4 

Area of source (m2 ) 
Injection velocity (m/s) 
Duration of source (s) 
Air pressure ( N/m2) 
Reference temperature (K ) 
Friction velocity (m/s) 
Monin-Obukhov length (m) 
Wind profile (m/s ) 
Air temperature profile ( “C ) 
Superheating (W/m’) 
Effective energy transfer 

velocity (m/s) 
Water temperature ( a C ) 
Diffusivity within fence 

and its vicinity (m2/s)e 

2400 2400 2400 2400 
0.108 0.043 0.050 0.023 

100 78 161 310 
92,094 91,699 91,274 91,831 

305.5 304.8 308.0 304.2 
0.0605 0.3565 0.3053 0.3694 
5.0 - 103.4 -422.2 69.38 
_a _b _c _d 

32.5 +O.l z 31.8 35.0 31.2+0.05 z 
9,600 0.0 0.0 0.0 

0.005 0.01 0.01 0.01 
28.4 23.6 28.0 23.2 

1.0 0.8 0.8 0.6 

“u(z) =0.8+0.4167 z-0.01667 E* for zt9 m 
=3.2 forzl9m. 

b~(z)=0.7466 [ln (l+z/O.OO8)+0.7694]. 
“u(z) CO.6985 [In (1+2/0.008) -t-0.3445]. 
d~(~)=3.689+0.658z-0.0248z2forz~16m 

= 7.877 forzl16m. 
“Based on eq. (7) and rounded to the nearest tenth. 

3.2 Falcon-l 
As indicated in Table 1, this test has the highest spill volume and spill rate, 

and was conducted under very stable atmospheric conditions. The mesh de- 
scribed in Section 2.4 was used, together with open lateral boundary conditions 
so as to allow the flow and the vapor cloud to leave the domain in a natural 
way. The existing K-model with heavy-gas effects was used everywhere except 
within and near the fence enclosure (defined by x= - 101 to 30 m, y= 0 to 
26 m, and z= 0 to 20 m in Fig. 5) wherein a constant K value of 1 m2/s was 
used. 

In this and all subsequent simulations, the vapor cloud was assumed to be 
symmetric about the center plane of the fence enclosure, thus only one-half of 
the vapor cloud was simulated. Such an assumption is apparently not very 
appropriate for Falcon-l as evidenced by the significant deviation (about 20 
degrees) of the wind trajectory from such a plane. However, tens of hours of 
Cray-2 time would have been required in order to simulate the entire cloud 
with similar grid resolution. Due to budgetary constraints and the uncertainty 
about the potentially gain in additional information, it was decided to postpone 
such an endeavor for future studies. Nevertheless, the present simulation is 
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still quite useful, both qualitatively and quantitatively, in improving the un- 
derstanding of the vapor dispersion involving a vapor fence and under calm 
wind conditions. 

In Fig. 6, the predicted gas concentration and velocity projection on the l-m 
horizontal plane at 120 s (after spill began) are depicted. The gravity spreading 
of the cloud in the crosswind direction can be clearly seen Fig. 6 (a). At this 
time, the vapor cloud already reached the lateral boundary. These results ap- 
pear to correlate well with what was observed in the field experiment, i-e, a 
vapor cloud overfilling the fence enclosure and spreading out quickly after the 
spill started. Illustrated in Fig. 6 (b) are the much altered velocity field (which 
was nearly unidirectional over a much larger area under ambient conditions) 
due to the presence of the dense cloud. Owing to stable density stratification, 
the flow field within the fence is largely quiescent. Because of its high spill rate 
and calm wind conditions, Falcon-l has apparently produced the most pro- 
found perturbation to the ambient atmosphere among all the Falcon tests. 

In Fig. 7, the predicted concentration for a location near the fence side is 
compared with measurements taken by a Jet Propulsion Laboratory sensor, 
which unfortunately is the only operational gas sensor inside the vapor fence 

5 II 
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E II I, I I I I I I ,I I I I I ._ 
i5 100 (4 ,..#..,,,,#,,. # . . . , . . . . , . w 1 . a_ 
8 LI,I#*,,,,,,,,,.* # . . . * . . a..._._ _ 
ii . ..~ttt~lrr??##??r I # . . a - . _ _ _ _ _ _ _ _ - 

nrn~~~..-..--- _ _ 

Max q = t.89 m/5 at (70 m, 35 m) 
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Fig. 6. Falcon-l predicted concentration contours and velocity projection on the horizontal plane 
1 m above the ground surface after 120 s. The contour levels are (in vol.% 1: A = 0.5, B = 1, C = 2, 
D=5,E=lO,F=15,G=25,H=35,andI=50. 
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Fig. 7. Falcon-l predicted versue measured concentration for two locations within and near the 
fence side. The predicted values are for location at (x,y,z) = ( -60 m, 20 m, 1 m) and the mea- 
surements are for location at (n,y,z) = ( - 62 m, 20 m, 1 m). 

for this test. Despite the fact that FEM3A overpredicts peak value of the con- 
centration (61% vs. 39% ), the shapes of the two curves, nevertheless, agree 
reasonably well. The discrepancy in the cloud arrival times is attributable to 
the simplicity of the constant area source submodel. The discrepancy in the 
peak values is partly due to the slight difference in the two locations being 
compared (data was taken at 2 m further away from the center of spill) and 
partly due to the simple source submodel. More sophisticated modeling of the 
source conditions, including turbulence and heat transfer, is considered to be 
important in obtaining a closer agreement. 

In Fig. 8, the predicted concentration for two different heights at 50 m are 
compared with data measured near the cloud centerline. Considering the com- 
plexities of the vapor dispersion phenomena, the overall agreement between 
model predictions and field data is fairly good. In particular, the predicted 
results for the 1 m high location appear to agree quite well with field measure- 
ments, with respect to the overall shape of the curves, the peak values, and 
cloud arrival/departure times, etc. For the location at 5 m high, the actual 
vapor cloud was much less coherent than predicted by the numerical model. 
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Fig. 8. Falcon-l predicted versus measured concentration for two different heights at 50 m behind 
the rear fence. The predicted values are from Iocations on the vertical plane of symmetry and the 
measurements are from gas sensor GO4 (which is near the cloud centerline). 

The large discrepancies at this location are believed mainly due to the presence 
of the less stable cloud/air interface in that vicinity (see Fig. 9 for the actual 
height), coupled with a rather coarse ( - 2 m) grid spacing nearby. Also, the 
discrepancies might have been aggravated by the model’s assumption of sym- 
metry (as opposed to the actual unsymmetric cloud) and the considerable dis- 
tance between the gas sensors considered and the actual cloud centerline. 

The predicted and measured concentration contours for the crosswind plane 
at 150 m downwind are shown in Fig. 9 at 300 s, assuming the cloud centerline 
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to be at - 45 m (based on the information of wind trajectory). As seen in this 
figure, the numerical model predicts somewhat higher concentration on the 
ground and an “average” cloud height of - 6 m (for the 0.5% concentration 
contour), which is comparable to the experimental value of approximately 
5 m. Unfortunately, it is not possible to compare the cloud width, because the 
cloud at this time already went beyond the edges of the sensor array and the 
computational domain. The gap (between - 36 m and - 54 m) in the actual 
cloud is near the cloud centerline and is probably a manifestation of cloud 
bifurcation due to significant gravity spreading and misalignment of the cen- 
terlines of the cloud and the fence enclosure. In the present numerical simu- 
lation, only a weak bifurcation was hinted for the higher concentration con- 
tours (2% and 5% ) but it became more apparent at 480 s (not shown here). 

Finally, the maximum values of concentration along the “cloud centerline” 
are compared in Fig. 10 (due to significant cloud bifurcation of Falcon-l, it is 
more appropriate to compare the predicted centerline values against the mea- 
sured values at similar locations, rather than the measured peak values over 
the entire crosswind plane ) . Overall, the model is underpredicting the concen- 
tration as much as 35% relatively. Considering the symmetry assumption and 
the simple approach used to model the source conditions, including superheat- 
ing and turbulence inside the fence, such discrepancies are perhaps within rea- 
sonable expectations. 

3.3 Falcon-3 
The Falcon-3 test is basically a repeat of Falcon-2 with a slightly higher spill 

rate and approximately twice as long in spill duration. Unfortunately, the oc- 

16 

12 

Experiment 

---- FEM3A 

1 
--L, 

1 .5., 

-30 0 30 60 

Crosswind distance (m) 

Fig. 9. Falcon-l predicted versus measured concentration contours (in vol.% ) on the crosswind 
plane 150 m behind the rear fence at a time of 300 a. 
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10. Falcon-l predicted versus measured maximum concentration along the cloud centerline 
and at 1 m high. 

currence of many RPTs during the early stage of spill caused some of the in- 
struments inside the vapor fence to malfunction, thus greatly reducing the 
amount of field measurements available for comparison. Nevertheless, a fair 
amount of data are still largely valid for comparison purposes. The main results 
for this test are compared in Figs. 11 through 13. 

In Fig. 11, the predicted time-series of concentration for two different heights 
at 150 m are compared with field data. The numerical results are very consis- 
tent and generally correlate quite well with field data, regarding cloud arrival/ 
departure times, magnitude of the concentrations, and the shapes of the curves 
(indeed, the high-frequency components due to small eddies not adequately 
modeled must be neglected). 

The predicted and measured concentration contours for the crosswind plane 
at 150 m behind the rear fence are compared in Fig. 12 at a time of 240 s. As is 
seen, the predicted cloud is fairly low (slightly below 10 m), and is very wide 
(with a half-width of nearly 100 m). The corresponding experimental results 
indicate a similarly low but perhaps somewhat wider cloud. If the cloud cen- 
terline is considered to be at - 30 m, as presently assumed based on the wind 
trajectory, the measured cloud half-width at this time would be more than 
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Fig. 11. Falcon-3 predicted versus measured concentration for two different heights at 150 m 
behind the rear fence. The predicted values are from locations on the vertical plane of symmetry 
and the measurements are from gas sensor G12 (which is near the cloud centerline ). In (b ) , 
experiment has a spike of 7.6% at a time of 160 a. 

100 m. Despite the model prediction of a somewhat narrower cloud (probably) 
and slightly higher concentration near the ground surface, the overall agree- 
ment between model predictions and field measurements appears to be very 
good, especially for the heights of the concentration contours. 
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Fig. 12. Falcon-3 predicted versus measured concentration contours fin vol.% ) on the crosswind 
plane 150 m behind the rear fence at a time of 240 s. 
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Fig. 13. Falcon-3 predicted versus measured peak concentration in the downwind direction and at 
1 m high. 
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In Fig. 13, the predicted peak concentrations along the cloud centerline and 
at I m high are compared with field measurements. Again, the agreement is 
very good with regard to the concentration values and their variation in the 
downwind direction. The unusually high value of concentration measured near 
the center of spill at x= - 32 m is very likely due to a less homogeneous cloud 
created by RPTs and/or due to sensor problems prior to its complete failure 
after a time of 175 s. 

3.4 Falcon-4 
In this test, 45 m3 of LNG was released over a period of 310 s under neutral 

ambient conditions with an average wind speed of 5.2 m/s. The relatively low 
spill rate, long spill duration, and nearly steady atmospheric conditions made 
this test behave like a continuous spill. In order to evaluate the relative per- 
formance of the fence enclosure, two simulations were performed for this test: 
one with the fence/billboard and one without. 

In Fig. 14, the steady state results of concentration at a time of 300 s from 
the two simulations are compared. Although the two clouds are both fairly wide 
and low, their shapes are quite different. The vapor fence has produced a cloud 
with its height varying from 20 m to slightly below 10 m and its half-width 
expanding to almost 65 m at 250 m downwind. Without the fence enclosure, 
the cloud started out with a wedge-shaped leading edge, which is a result of the 
density front opposed by the shear stresses near the ground, and evolved to 
nearly 12 m high only. This cloud was dispersed downwind much quicker and 
its values of concentration near the ground are generally much higher. Addi- 
tionally, due to the lack of lateral confinement, this cloud tends to spread out 
immediately in the source region and results in a wider and lower cloud thereby. 
Also revealed in this figure is the potential effectiveness of a vapor fence. For 
instance, the downwind distance to the 2.5% concentration on the ground was 
reduced from approximately 380 m to 235 m and a substantial reduction in the 
hazardous area enclosed by the 2.5% concentration contour was also achieved. 

In Fig. 15, the predicted and measured time series of concentration near the 
center of spill are compared. The numerical results (with vapor fence) are very 
consistent and correlate quite well with the measured data, regarding the mag- 
nitude and cloud persistence time. During the duration of LNG spill, results 
from the two numerical simulations are fairly close, implying the domination 
of the spill conditions over the fence effects at such a location. However, after 
the spill has been terminated (after 310 s), the curves are drastically different 
regarding cloud persistence and concentration level. For instance, the concen- 
tration is above 2.5% for approximately 530 s in the case with vapor fence, as 
opposed to 330 s without the vapor fence. These results suggest that, in spite 
of its advantages, e.g., reducing the level of concentration, delaying cloud ar- 
rival time, and curtailing the downwind distance of hazardous area, an LNG 
vapor fence could significantly prolong the cloud persistence time within the 
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Fig. 14. Falcon-4 predicted concentration contours (in vol.% ) at time=300 s from two simula- 
tions: with vapor fence ( - - - ) , and without vapor fence (-) . 
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Fig. 15. Falcon-4 predicted versus measured concentration at the center of spill and 1 m above 
water surface. 

the 

fence, thus increasing the potential for ignition and combustion in such an 
area. 
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In Fig. 16, the predicted time-series of concentration are compared with field 
data for two different heights at 150 m. Again, the numerical results are very 
consistent and generally correlate very well with field data, regarding cloud 
arrival/departure times, peak concentration values, and the shapes of the 
curves. 

The predicted and measured concentration contours on the crosswind plane 
at 150 m behind the rear fence are compared in Fig. 17 for a time equal to 
300 s, with the cloud centerline assumed to be at -35 m. The hump in the 
experimental results is probably due to the presence of a puff of cloud passing 
through the 11 m high gas sensor. As is seen, the predicted cloud height is 
roughly the same as observed. However, the predicted cloud width is consid- 
erably narrower than that of the actual cloud and the predicted concentration 
near the ground is slightly higher. Besides experimental uncertainties, most of 
the discrepancies are probably a combined result of the inadequacy of the tur- 
bulence submodel and the assumption of a symmetric vapor cloud. Meroney 
and Shin [ 121 also reported a considerably narrower cloud (a width of N 120 
m based on 1% concentration) in wind tunnel simulations and observed that, 
even with small wind orientation variations (8“ and 10” ), the vapor cloud 
profiles differ significantly. 

In Fig. 18, the predicted peak concentrations (with vapor fence) along the 
cloud centerline and at 1 m high are compared with field measurements. The 
agreement is very good with regard to the concentration values and their vari- 
ations in the downwind direction, in spite of the larger discrepancies on the 
cloud width noted above. This fact suggests that a comparison of centerline 
concentrations, though useful and of practical interest, is generally insufficient 
in assessing the performance of a model. Other measures such as the cloud 
profiles and time series of the field variables should also be duly considered. 
Also superimposed in the figure are the results of a simulation without the 
vapor fence and the billboard. Without such structures, the concentration would 
have been nearly twice as high at 250 m and four times higher at 50 m. The 
downwind distance to the 2.5% concentration would have been 365 m, instead 
of 230 m. 

3.5 Comparison via the ratio method 
In this subsection, the overall performance of the numerical model is as- 

sessed via applying the ratio method to the predicted and measured field vari- 
ables, as recommended by Ermak and Merry [ 13 ] to all four tests. Included in 
such direct comparison are: the maximum drop in temperature, cloud arrival 
and persistence times for certain concentration levels of practical importance, 
the peak values of concentration, and the maximum down-wind distances to 
concentrations of 2.5% and 5% (the lower flammability limit of LNG). The 
relevant values are obtained from the time series of temperature and concen- 
tration presented in Chan [6] for the locations listed in Tables 3 and 4. 
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Fig. 16. Falcon-4 predicted versus measured concentration for two different heights at 150 m 
behind the rear fence. The predicted values are from locations on the vertical plane of symmety 
and the measurements are from gas sensor GO2 (which is near the cloud centerline). 

In Fig. 19, the cloud arrival and persistence times for concentrations of 1% 
and 2.5% at sample locations behind the vapor fence are depicted. With only 
a few exceptions, the predicted values are within a factor of 2 (mostly within 
1.5 ) of the measured values. The exceptions include those locations at 5 m high 
in the Falcon-l test (with data point for location [ 150 m, 0 m, 5 m] being out 
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Fig. 17. Falcon-4 predicted versus measured concentration contours (in vol.% ) on the crosswind 
plane 150 m behind the rear fence at a time of 300 s. 
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Fig. 18. Falcon-4 predicted versus measured peak concentration in the downwind direction and at 
1 m high. 

of the figure), where a cloud/air interface with large gradients exists and is 
thus more difficult to predict well, and the location of (250 m, 0 m, 1 m) in 
Falcon-2, wherein significant cloud meandering appears to have occurred. 

The predicted versus observed maximum decreases in temperature and the 
peak values of concentration at all sampled locations, both inside and outside 
of the vapor fence, are plokted in Fig. 20. As is seen in Fig. 20 (a), all the data 
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TABLE 3 

Locations for model-data comparison of temperature 

219 

(X,Y,Z) 
in meters 

Falcon-l Falcon-2 Falcon-3 Falcon-4 

(-X2,0,1) X X X 
( -2,O,l) X X X X 
( 50,0,1) X X X X 
( 50,0,5) X X X X 
(150,0,1> X X X 
(15&O, 5) X x 

TABLE 4 

Locations for model-data comparison of concentration 

kY,Z) 
in meters 

Falcon- 1 Falcon-2 Falcon-3 Falcon-4 

C-62, O,l) 
t-62,20,1) 
(-32, O,l) 
( -2, O,l) 
t 5&O, 1) 
( 50,0,5) 
(150,071) 
(150,0,5) 
(25&O, 1) 
(25% 095) 

X 
X X 

X 

X 
X 
x 
X 
X X 
X X 

X 

X X 
X X 
X X 
X X 
X X 
X X 
X X 
X X 

points are bounded by a ratio between 3 and 2, with the majority falling within 
the range of 3 and 1 4. With one exception of the data point (which in outside 
of the figure) for location (150 m, 0 m, 5 m) of Falcon-l for reasons alluded to 
earlier, similar model performance is observed in Fig. 20 (b) for the peak values 
of concentration. 

Finally, the predicted versus measured maximum downwind distances for 
concentration of 2.5% and 5% are tabulated in Table 5. Except for Falcon-2, 
which did not have concentration data at 1 m high for the 50 m and 150 m 
rows, results from all the remaining three tests were compared. Of the six val- 
ues of ratio, five of them are within a factor of 1.5, and the remaining one is 
slightly larger than 2 for the distance of the 5% concentration of Falcon-4. 

4. Concluding remarks 

In this study, the FEMSA model has been modified slightly and applied to 
simulate four large-scale LNG vapor barrier field experiments. A fairly de- 
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Fig. 19. Predicted versus observed cloud arrival and persistence times for concentration higher 
than 1% and 2.5% at sample locations behind the vapor fence. 

tailed model-data comparison was made to evaluate its performance. The fol- 
lowing are conclusions and recommendations based on the numerical results 
and a comparison with available field data. 

(1) The FEMSA model, with minor modifications, is able to reproduce the 
major results of the vapor barrier field tests with reasonable accuracy. Specif- 
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Fig. 20. Predicted versus observed maximum decreases in temperature and peak values of concen- 
tration at sample locations inside and outside of the vapor fence. 

ically, a comparison between the predicted and measured variables, including 
the maximum change in temperature, the peak values of concentration, rep- 
resentative cloud arrival and persistence times, and the downwind distances 
to concentration of 2.5% and 5%, was made and the majority of the results 
agree well within a factor of two. 
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TABLE 5 

Predicted versus measured maximum down-wind distances (in meters, measured from the rear 
fence) for concentration of 2.5% and 5% 

Test Model 

Falcon-l 498 
Falcon-2 200 
Falcon-3 330 
Falcon-4 230 
Falcon-4 (no fence) 365 

N/A means ‘not available’. 

2.5% 
Data 

440 
N/A 
353 
203 
N/A 

Ratio Model 

1.13 340 
- 70 
0.93 183 
1.13 65 
- 230 

5% 
Data 

330 
N/A 
230 

28 
N/A 

Ratio 

1.03 
- 
0.80 
2.32 
- 

(2) The predicted results of Falcon-l are consistent with field observations, 
i.e., a vapor cloud overfilling the fenced enclosure, in contrast with a vapor 
cloud essentially contained within the fence at all times as observed in a pre- 
spill wind tunnel simulation. The surprising results of the Falcon-l test are 
believed partly due to the greatly enhanced turbulence mixing (mainly induced 
by the extremely high LNG exiting velocity) and partly due to superheating of 
the LNG source by the water underneath. Although certain field data appear 
to substantiate the above claims, insufficient measurements of concentration 
and temperature in the source area do not allow a more definite conclusion. If 
technically possible, laboratory experiments are highly recommended for test- 
ing the superheating hypothesis. 

(3) Based on the numerical results from simulations with and without the 
fenced enclosure for Falcon-4, an LNG vapor fence was observed to have the 
following advantages: significantly reduced concentration in the near field, de- 
layed cloud arrival times at downwind locations, and a much shortened down- 
wind distance of hazardous area. However, a vapor fence could also prolong 
the persistence time of the vapor cloud in the source area, thus increasing the 
potential for ignition and combustion within the vapor fence and the area 
nearby. 

(4) Since the actual centerline of the Falcon-l vapor cloud was about 20” 
off the center plane of the instrumentation array, the present assumption of 
the vapor cloud being symmetric about the center plane of the sensor array is 
not strictly valid. A full domain simulation with the correct mean wind direc- 
tion is necessary for a more appropriate model-data comparison. Such a sim- 
ulation would require substantial computer resources but is, nevertheless, 
computationally feasible and recommended to be performed in future studies. 

(5) Due to the complexity of the source conditions, which generally involve 
LNG pool spread, heat transfer and evaporation, and perturbations to turbu- 
lent mixing in the ambient atmosphere, etc., such processes have been para- 
meterized with relatively simple submodels. Although such an approach ap- 
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pears to have performed reasonably well, the predicted cloud widths were 
generally narrower than observed. More sophisticated modeling of the source 
conditions and turbulent mixing may be necessary in order to simulate the 
cloud dispersion accurately at all locations. This is particularly true for the 
case of Falcon-l wherein the dispersion process appears to be largely domi- 
nated by the spill conditions and the obstruction of the fence/billboard. 

(6) All the simulations presented herein were performed without the pres- 
ence of water vapor. Although humidity did not appear to be a crucial factor 
for unconfined LNG spills such as the Burros and Coyotes [ 3 J , its effects were 
relatively significant in the marine environment [ 141 and may prove to be 
important for the present spills involving vapor barriers, especially under the 
conditions of the Falcon-l experiment. A humidity submodel should probably 
be implemented in FEMSA for future investigation of such effects. 
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